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ABSTRACT

For sighted users, computer graphics and virtual reality allow them to model
and perceive imaginary objects and worlds. However, these approaches are
inaccessible to blind and visually impaired (BVI) users, since they primarily
rely on visual feedback. To this end, we introduce ShapeSonic, a system
designed to convey vivid 3D shape perception using purely audio feedback
or sonification. ShapeSonic tracks users’ fingertips in 3D and provides real-
time sound feedback (sonification). The shape’s geometry and sharp features
(edges and corners) are expressed as sounds whose volumes modulate
according to fingertip distance. ShapeSonic is based on a mass-produced,
commodity hardware platform (Oculus Quest). In a study with 15 sighted
and 6 BVI users, we demonstrate the value of ShapeSonic in shape landmark
localization and recognition. ShapeSonic users were able to quickly and
relatively accurately “touch” points on virtual 3D shapes in the air.

CCS CONCEPTS

« Computing methodologies — Virtual reality; Shape model-
ing; - Hardware — Sound-based input / output; Tactile and
hand-based interfaces; - Human-centered computing — Ac-
cessibility technologies.
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1 INTRODUCTION

3D shape creation and perception are fundamental activities for par-
ticipation in digital design and virtual worlds. However, interfaces
for digital design and exploring virtual worlds are highly visual,
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Figure 1: ShapeSonic allows users to touch virtual shapes in
space by sonifying fingertip interactions. The VR headset is
used solely for hand tracking and stereo audio. No visuals
are shown to the user.

requiring the precise manipulation or perception of 3D shapes on
a screen. These approaches are typically inaccessible to people
who are blind or visually impaired (BVI) [Mott et al. 2019]. Screen
readers and verbal descriptions struggle to convey nuanced 3D
shape information. In their place, non-visual 3D shape perception
methods are needed.

One direction for incorporating non-visual feedback is through
the use of haptics. Touch is most commonly employed for effec-
tively conveying spatial information non-visually. However, tech-
nology in tactile displays requires specialized hardware and remains
immature and costly [O’Modhrain et al. 2015]. In this work, we
investigate embodied sonification approaches which can be enabled
using commodity hardware, enabling widespread adoption. Soni-
fication methods have been used to effectively convey different
types of graphics non-visually, including data visualizations [Siu
et al. 2022], 2D shapes [Gerino et al. 2015], and maps [Zhao et al.
2005]. Considerably less work has explored how sound can enhance
user’s non-visual 3D perception experience. Sighted users may also
benefit from our approach as an additional sensory modality for
interacting with virtual objects.

We introduce ShapeSonic, an interface that enables users to hear
3D shapes (Figures 1 and 2). ShapeSonic continuously tracks all the
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user’s fingertips in real-time, enabling more expressive perception
than a single point of contact, or verbal descriptions alone. When
the user’s fingertips are outside the 3D shape, an ambient sound
plays to guide the user’s hands to the shape. Fingers contacting the
surface play distinct notes on a pentatonic scale, allowing users to
distinguish multiple points of contact. To convey geometric details,
sharp edges and corners play distinct sounds when touched. The
hardware requirements for ShapeSonic are modest, requiring only
hand tracking and stereo headphones.

We conducted two experiments to evaluate the effectiveness
of ShapeSonic in enabling users to accurately perceive virtual 3D
shapes with varying complexity. Our studies involved 6 BVI and 15
sighted users. Our first experiment evaluated the ability of users to
recognize shapes. Users were asked to identify shapes from sets of
three. Users succeeded in 37 of 45 trials; random guessing would
have succeeded in only 15 trials. Our second experiment evaluated
users’ ability to precisely locate various keypoints or landmarks
on a shape (e.g. the ear, feet, and tail of a cat) through interaction.
Users were, on average, 6X more accurate using ShapeSonic than
from a verbal description of the shape.

In summary, our contributions are:

e ShapeSonic, an embodied sonification approach for non-visual 3D
shape perception that runs on off-the-shelf commodity hardware.

e A novel technique for hearing shapes using a combination of
tones in ambient space and surface contact sounds which consider
the underlying geometric features.

o Results demonstrating the effectiveness of ShapeSonic in support-
ing shape recognition and understanding of spatial relationships.
We conducted user studies with N = 6 + 15 BVI and non-BVI
participants.

2 RELATED WORK

Previous computational approaches to non-visual representations
of graphics have explored tactile and auditory media. Tactile ap-
proaches [Bau et al. 2010; Benko et al. 2016; Fang et al. 2020; Giudice
et al. 2012; Jansson et al. 2003; Peters 2011; Sinclair et al. 2019; Xu
et al. 2011; Yem et al. 2016] are promising, but require specialized
hardware—most of it not commercially available. Pen-based haptic
devices typically only present a single point of contact rather than
allowing whole-hand interaction. Performance in haptic recogni-
tion tasks is significantly improved with more than one point of
contact [Jansson et al. 2003].

Haptic shape displays are another alternative to displaying 2D
and 2.5D media [Bornschein et al. 2015; Siu et al. 2019] and support
whole-hand interaction, but these devices still require very special-
ized hardware. Other tactile approaches for conveying graphical in-
formation involve the creation of a physical 2D or 3D shape [Furferi
et al. 2014; Fusco and Morash 2015; Karbowski 2020; Li et al. 2011;
Panotopoulou et al. 2020; Shi et al. 2019, 2017; Stangl et al. 2015].
While tactile interactions with shapes are effective [Klatzky et al.
1985], these methods involve a lengthy fabrication process and are
less suitable for real-time feedback and interaction. Our proposed
approach allows users to use their entire hands to explore a 3D
shape that can be dynamically rendered.

Auditory approaches have used computer vision to trigger spo-
ken descriptions in response to user pointing [Fusco and Morash
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Figure 2: Illustration of ShapeSonic. Users’ hands are guided
to shape surfaces with sonified distance. Fingertips contact-
ing the shape play notes in a pentatonic scale. Sharp edges
and corners are sonified with distinct sounds. These shapes
were used in our landmark localization experiment (Sec-
tion 4). Users explored the shapes with ShapeSonic, and then
were asked to localize features.

2015] or considered automatic sonification of datasets. Gerino et al.
[2015] explored several sonification techniques to map 2D bitmap
images to the amplitude and frequency of sine waves, evaluating the
ability of users to discriminate between several simple 2D shapes
(triangle, square, diamond, circle). Other related approaches have
also considered or converted 2D data as vector graphics, such as
lines and areas [Su et al. 2010; Yoshida et al. 2011]. Users were able
to successfully comprehend and reproduce a variety of shapes after
less than an hour of training. Many approaches have sonified 1D
data such as time series [Brewster et al. 2002; Holloway et al. 2022;
Sharif et al. 2022; Siu et al. 2022; Zhao 2006]. Alonso-Arevalo et al.
[2012] applied 1D sonification techniques to the cross sections of
3D shapes; they measured success as a 1D data perception task.
These approaches are largely focused on sonifying 1D and 2D data
and cannot be directly generalized to communicate 3D shapes, the
goal of ShapeSonic.

Heed et al. [2015] computed the echolocation of 3D surfaces and
reported that users enjoyed the experience, but not whether users
were able to comprehend the surface. Echolocation requires exten-
sive training, and it is not clear the extent to which echolocation
can be used to comprehend shapes beyond localization, distance,
density, and discriminating based on size, texture, and contour [An-
drade et al. 2018, 2021; Milne et al. 2014; Norman et al. 2021; Ol-
mos and Cooperstock 2012; Thaler and Goodale 2016; Wallmeier
and Wiegrebe 2014]. Expert echolocators have been shown to be
approximately 75% accurate at distinguishing between a shape
whose 2D contours are square, equilateral triangle, horizontally ori-
ented rectangle, or vertically oriented rectangle [Milne et al. 2014].
ShapeSonic aims to convey accurate perception of more complex
3D shapes non-visually.

3 METHOD

The ultimate display would, of course, be a room within which
the computer can control the existence of matter.

Ivan Sutherland [1965]

The goal of ShapeSonic is to convey a vivid sense of a 3D shape
using purely audio feedback or sonification. For the purposes of this
research, we deliberately eschewed verbal interactions, such as la-
beling shapes and announcing what someone touched. ShapeSonic
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Figure 3: An overview of user actions and the resulting sonifications. (a) ShapeSonic sonifies the space around a shape to guide
the user’s hands to contact it. The Guidance sound gets louder as the hands approach the shape. ShapeSonic sonifies the shape’s
interior with a Contact sound, loudest at the surface and then decreasing in volume to the interior. (b) Each fingertip plays the
Contact sound at different pitches of a pentatonic scale. ShapeSonic also sonifies fingertips near a sharp edge (c) or corner (d).

is designed to convey percepts that can’t easily be conveyed ver-
bally. Our design goals were to substitute (1) the tactile sensations
of hand-shape contact and (2) visual information conveying the
shape’s position at a distance. We arrived at our proposed design by
studying the literature on non-visual shape perception, exploratory
prototyping, early prototype review with a BVI individual, and
feedback from a pilot study (Section 4).

We based our design on tracking the user’s hands with respect
to a virtual 3D object and reacting with sound. Hand tracking is an
active area of research, with commercially available and affordable
implementations. Stereo audio output is affordable and universally
available. The central design question is how to map from hands in
space to sound in ears. Sonification approaches in the literature have
considered many sound attributes for mapping continuous data,
such as pitch, loudness, tempo, attack, and modulation. Among
these, pitch and loudness are the most accurately perceived [Sharif
et al. 2022; Walker 2002, 2007; Walker and Kramer 2005; Wang
et al. 2022]. We focus our continuous sound design on these two at-
tributes. In terms of sound localization, humans perceive direction
quite accurately (< 10°), but distance quite inaccurately (positively
correlated under ideal circumstances) [Middlebrooks 2015]. How-
ever, even directional accuracy would be insufficient to distinguish
auser’s two hands in close proximity—as they could be when touch-
ing the same shape—let alone the fingertips of the same hand. As a
result, we did not explore 3D positional sound sources. Instead, to
ensure an unambiguous mapping from the user’s hands, we sonify
the left and right hand in the left and right audio channel, respec-
tively. In addition, we play all left-ear sounds at a lower pitch than
right-ear sounds.

See Figure 3 and the supplemental video for an overview of user
actions and sonifications. Our approach assumes solid shapes with
a well-defined interior and exterior. In our experiments, we focus
on a single 3D object, although our approach is general.

Sonification regions. In ShapeSonic, space is primarily divided
into outside the shape and inside the shape. (There are two smaller
layered regions near sharp edges and corners.) So long as the user’s
hands are within half a meter of the shape, the user will constantly
experience a guidance sound. The shape’s surface divides space into
two disjoint regions. To mirror the binary sensory transition from
not touching to touching [Dellon et al. 1992], a different contact
sound plays, with an abrupt transition, when any fingertips is inside
the shape. The shape’s sharp edges and corners also play distinct
sounds if any fingertip is close enough. If, for example, the user
is touching the corner of a cube, they will hear three sounds: the
contacting, edge, and corner sound.

We utilized a professional sound designer to create intuitive and
pleasant sounds. The guidance sound is ambient. The contact sound
is contrasting. The abrupt change from the guidance to contact
sound was designed to mimic the abrupt physical sensation of
fingertips contacting a surface. The edge sounds resemble a plucked
guitar string. Corner sounds resemble a bell. The sounds are all
easily recognized as distinct.

Distance is loudness. As one of the two most accurately perceived
sonification properties, we mapped distance from the surface (edge,
corner, resp.) to loudness. Sounds are loudest when touching or
almost touching the surface (contact and guidance), edge, or corner.
Sounds get quieter as fingertips move further away. (For the contact
sound, further away means deeper inside the shape.) For example,
the guidance sound gets louder as the user’s hand gets closer to the
shape, in effect guiding the user’s hand to the shape. For the guid-
ance, edge, and corner sounds, the closest fingertip determines the
volume. For the contact sound, each fingertip in contact activates
a sound independently (see below). Our design is as if fingertips
have microphones and sound sources are located on the surface of
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Figure 4: Tutorial Shapes. When familiarizing themselves
with ShapeSonic, formal study participants interacted with
a torus, a non-convex smooth shape, and a triangular prism,
a flat-sided shape with sharp edges and corners.

the shape (one facing inward and one facing outward), along edges,
and at corners.

We use an exponential falloff for the volume of each sound.
This function was chosen and refined through preliminary testing
with both BVI and sighted people. It is steep enough to convey the
direction to the surface, edges, and corners. The precise formula is

S5x

Veegion(X) = a+be Pregion where x is the distance, a is the minimum
volume, b controls the steepness, and Dregion is the largest distance
for which the sound plays. Table 1 in the supplemental materials
contains our parameters for the four sound types.

Fingertip contact maps to a pentatonic scale. Each fingertip in
contact with the shape produces a distinct musical note. Pitch and
loudness are the most accurately perceived sonification properties.
We reserved pitch for fingertips, since the same sound cannot be
layered with different loudnesses. This gives the user the ability
to detect whenever a fingertip comes in and out of contact with
the surface of the shape. A user can explore space with all five
fingertips and, by rotating their hand and listening for musical
notes, understand the surface orientation. Alternatively, the user
can explore with one fingertip outstretched and the rest folded;
when the outstretched fingertip makes contact, the user can unfold
the other fingertips to discover the surface orientation.

We generate the distinct notes as different pitches of the con-
tact sound. We chose the pitches of a pentatonic scale, which is a
five-note scale often used in various musical traditions worldwide.
Notably, when multiple notes from the pentatonic scale are played
together, they are commonly perceived as harmonious rather than
dissonant. We used a major pentatonic scale (e.g., CDEGA) corre-
sponding to the user’s thumb, index, middle, ring, and little fingers,
respectively. Even though most users won’t perceive an absolute
pitch-to-finger mapping [Deutsch 2013], most people accurately per-
ceive relative pitch [Wier et al. 1977], allowing them to determine
which fingers are newly in contact with the surface. Multi-finger
contact allows users to feel the local curvature properties of the
shape directly.

3.1 Implementation

Implementing ShapeSonic requires reliable hand tracking, stereo
headphones, and fairly light computing needs. We chose the widely
available and affordable Oculus Quest 1 VR headset, which has
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Figure 5: Shape Recognition Task. In our formal study, par-
ticipants were given a description of three shapes in a set
(corresponding to rows above), and then interacted with one
of the three at random. Afterwards, participants were asked
to identify the shape.

hand tracking, stereo sound, and a sufficiently powerful processor.
We covered the screens inside the headset with a physical block,
preventing users from seeing the screens. We experimented with
several alternative hand tracking approaches. We found MediaPipe
[Zhang et al. 2020] (an off-the-shelf RGB-based library) to be in-
accurate. We found the Leap Motion controller’s tracking region
too small. We found the Sensoryx gloves not sufficiently stable to
compensate for its lack of wide availability. In the future, we expect
our hardware requirements to decrease further. RGB-based hand
tracking is an active research area and may soon be possible on any
computer or phone.

We implemented ShapeSonic’s interface in Unity using C#. The
software loads a shape stored as a signed distance field (SDF) along
with a set of 3D sharp edges and corners. We chose to use SDFs
as our shape representation, since it allows us to directly access
the distance to an object’s surface at the cost of increased mem-
ory usage. The alternative would be to compute point-to-mesh
distances on-the-fly, which can be slow for concave or complex
meshes, particularly on the Oculus Quest 1. Thus, we opt to com-
pute the SDF for a mesh in an offline pre-processing step. We used
the Python SDF! library for computing an SDF from a mesh and
libigl [Jacobson et al. 2018]’s sharp_edges function for detecting
sharp edges and corners. The threshold was tuned per model so
output edges matched common sense. For cases where the auto-
matic edge and corner detection failed, we manually labeled edges
and corners using Blender. Automatic edge and corner detection
can fail for meshes with too sparse or dense sampling. In sparse
regions, dihedral angles may be large due to low sampling. In dense
regions, a seemingly sharp edge may be slightly beveled and never
have large dihedral angles.

4 EVALUATION

We conducted studies with 15 sighted sighted and 6 BVI users to
evaluate the effectiveness of ShapeSonic on 3D shape perception

SDF 0.3.5 https://pypi.org/project/SDF/
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tasks. We were unsure as to the limits of ShapeSonic, so we took
two precautions. First, we designed tasks with progressive diffi-
culty. Even if ShapeSonic users failed at the challenging tasks, they
might still have succeeded at the easier ones. This would give us
insight as to ShapeSonic’s limits. Second, prior to recruiting from
the BVI population, which is limited, we ran a pilot study with 6
sighted users, who are more easily recruited. This allowed us to
refine ShapeSonic and our experimental protocol before conduct-
ing a larger, formal study with 9 sighted and 6 BVI users. Per the
requirements of our IRB, participants in both studies completed the
user study in-person at our university campus. Participants were
compensated with a $25 Amazon gift card and reimbursed for any
transportation fees.

4.1 Overview of Tasks

We designed two types of tasks to evaluate shape perception. These
stayed largely the same between our pilot and formal studies. The
first task was shape recognition, where users were asked to identify
shapes in sets of threes (Figure 5). We expected identifying a shape
to be possible even without a clear or precise 3D shape percept. One
of the sets was composed of simple geometric primitives, which we
expected most users to succeed in. Accuracy and recognition time
were recorded as performance metrics. All shapes were positioned
in the same 3D location and uniformly scaled to lie within a 40cm
bounding box. The precise protocol was revised for the formal study
to make the results easier to analyze. The precise set of objects was
refined as well based on participant confusion.

The second task was a landmark localization task. Users were
given a verbal description of an object, including its dimension
and orientation in 3D space. As a baseline, users were first asked,
without sonification, to guess landmark locations (e.g., the ear of a
cat) in 3D space based purely on the verbal description. We then
enabled sonification. After a period of free exploration, users were
asked to locate the same landmarks again. The verbal baseline was
not part of the pilot study. It was added to the formal study to
provide a numerical measure of improvement. We expected this to
be a challenging task evaluating 3D shape comprehension and recall.
We used a simple shape (pyramid), for which we expected success,
and a complex shape (dog or cat) to test the limits of ShapeSonic.
For the pyramid, the landmarks were the top corner, bottom corner
(any of the four), and anywhere on the bottom face.

Before beginning the tasks, participants were given time to fa-
miliarize themselves with ShapeSonic. After completing all tasks,
participants answered a short questionnaire to collect feedback.

4.2 Pilot Study

We recruited 6 sighted participants for a pilot study to assess the
effectiveness of ShapeSonic and guide the study design for our
formal evaluation (Section 4.3). Participants comprised 3 women
and 3 men and were 27.5 years old on average. Participants always
began with a tutorial in which we described basic strategies as they
interacted with a sphere and a torus for 3 minutes each. (The torus
is visible in Figure 4.) We chose the sphere for its simplicity and
the torus because it is smooth but non-convex.

4.2.1 Shape recognition. For the shape recognition task, partici-
pants were given 2 sets of objects, each with 3 shapes (bowl, mug,
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and bottle; table, bed, and sofa). These can be seen as the bottom
two rows of Figure 5. Participants had up to 5 minutes of free ex-
ploration time and were then asked to recall the order in which
the 3 shapes were shown. Results are shown in Table 5. In total,
participants ordered 12 sets of three shapes (6 participants X 2 sets
of shapes). Among these 12 trials, participants correctly identified
all three shapes 5 times, one shape 6 times, and zero shapes 1 time.
In contrast, 12 random guesses would have resulted in a distribution
of 2, 6, and 4, respectively.? A y? test suggests that our participants
did significantly better than random (p = 0.034). Based on this
evidence of success, we adjusted the experimental protocol for our
formal study’s shape recognition task to be (a) more difficult and
(b) easier to analyze. Instead of interacting with and ordering all
shapes in a set, users would interact with and identify one ran-
domly chosen (and counterbalanced). We also adjusted some of our
shapes as a result of user feedback. Users were surprised by some
of the shapes’ corners and edges (e.g. concave corners and parallel
sharp edges along the lip of the mug). These were algorithmically
detected (Section 3.1). For our revised study, we created a smoother
mug and manually removed concave corners from all shapes.

4.2.2 Landmark localization. The landmark localization task was
performed on a pyramid and a dog. Participants were given 5 min-
utes of free exploration time with a shape, and then asked to locate
landmarks (up to 1 minute for each). For the dog, the landmarks
were its nose, feet (any of the four), and any part of the tail. Partici-
pants were given a verbal description of each shape’s dimensions.
Results are shown in Table 2. Overall, users were able to roughly
perform landmark localization on the two shapes. For our formal
study, to separate the effect of verbal descriptions from our sonifi-
cation, we revised our study protocol to record and compare the
position accuracy with and without sonification.

4.2.3 ShapeSonic Refinements. There were some differences in
the version of ShapeSonic used for the pilot study. First, the con-
tact sound did not vary in pitch between fingers. Second, only the
guidance sound’s volume modulated according to distance. The
remaining sounds (contact, corner, edge) played at a constant vol-
ume. Our final design was informed by feedback from pilot study
participants.

We also observed that some users needed more time to learn
the sonification and effective exploration strategies. In our formal
study protocol, we extended the training period and replaced the
sphere with a triangular prism.

4.3 Formal Study

For our formal experiment, we recruited a total of 15 participants.
Sighted participants comprised 7 women and 2 men and were 25
years old on average. BVI participants comprised 4 women and 2
men and were 55.5 years old on average. Among the 6 BVI par-
ticipants, 3 are totally blind, 2 have minimal remaining vision in
one eye, and one has vision in one eye that cannot be corrected to
normal. The study protocol began with a 10-minute tutorial and

2When ordering sets of three, there is exactly one correct answer, 0 answers with two
objects in the correct position, 3 answers with one correct position, and 2 answers with
zero correct positions. Since 50% of random guesses have two mistakes, any partial
success is virtually impossible to distinguish from chance.
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training period in which we guided participants to hear all forms
of sonification and taught them basic strategies:

o Use both hands to explore the boundaries of the shape along the
three egocentric axes.

o Use a single fingertip along a straight line to detect surface ex-
tents. During this process, avoid contact with the other fingers.
Their contact sounds can be identified by their differing (penta-
tonic) pitches.

o After reaching one point of contact with the shape, try to follow
the surface to understand its shape (e.g., round or flat). Multiple
fingertip contact is helpful.

During the training period, participants interacted with a triangular
prism and a solid torus. We chose the prism because it makes use
of all sonifications in our system (including corners and edges) yet
has simple, flat faces.

4.3.1 Shape recognition. For our revised shape recognition task,
we created three sets of shapes (Figure 5): { cube, sphere, cone }, {
bowl, mug, bottle }, { table, bed, sofa }. Each set was a trial in which
we briefly described the three shapes, selected one at random, and
gave participants 5 minutes to interact with it. Participants were
then asked to identify the shape. Every shape appeared five times in
the experiment, 3 times by sighted and 2 times by BVI participants.

Trial results can be found in Table 3. The 9 sighted participants
correctly identified 22 shapes out of their 27 trials. Random guessing
would have resulted in only % correct answers (9 in this case). A y?
test shows that this result is extremely unlikely to arise randomly
(p =1077). The 6 BVI participants correctly identified 15 shapes
out of their 18 trials. A y? test shows that this is also extremely
unlikely due to chance (p = 107°). The success rate for sighted and
BVI participants was similar (81% versus 83%). We conclude from
the data that ShapeSonic is effective in allowing both sighted and
BVI users to identify shapes.

4.3.2  Landmark localization. We revised our landmark localization
trials to include a paired control. We also believe that the large, real-
world variability in dog shapes was a source of confusion. As cats
have a more uniform shape than dogs, we replaced the dog with
a cat in our revised landmark localization study. After a detailed
verbal description of a shape (pyramid and then cat), we asked par-
ticipants to touch each landmark with sonification disabled. This
established a baseline for comparison. We then enabled sonification,
gave participants 5 minutes to interact, and then asked them to
relocate each landmark in under 1 minute, respectively. The short
relocation time was designed to activate proprioceptive recall. (We
did not strictly enforce the 1 minute timer. Some participants re-
ported trouble keeping their hands in the air for a long time because
of age and body limitations. We allowed them to rest.)

Table 4 and Figure 6 show the improvement in landmark po-
sitioning error when using sonification. Sonification significantly
improved landmark positioning accuracy for all features. The aver-
age overall improvement was 9.6 cm or a factor of 6.2x. 81 of 90
trials showed improvement. We found no significant overall differ-
ences between sighted and BVI participants. Two BVI participants,
P11 and P15, showed exceptional improvement when using our
sonification. Both were BVI from birth.
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Figure 6: Average localization error with with and without
sonification for the cat and pyramid. Units are centimeters.
Landmarks: The ear, feet, and tail (any part) of the cat; the
top corner, any bottom corner, and bottom face of the pyra-
mid. Landmarks are shown in magenta, green, and yellow,
respectively. The smaller, darker circles depict the resulting
error after exploration.

4.4 Questionnaire

At the conclusion of our pilot and formal study, participants an-
swered a short questionnaire to collect feedback. We asked two
structured Likert-scale questions, “Please place the experience on
a continuum between someone describing a shape verbally and
feeling a shape physically,” and “Please rate the degree to which
you perceived the sensation of 3D shapes” The results can be seen
in Figure 7. On average, participants placed ShapeSonic almost ex-
actly between “Verbal shape description” (1) and “Feeling a physical
shape” (5) with an average of 2.9 + 0.5. On average, participants
also reported perceiving the sensation of 3D shapes approximately
halfway between “not at all” (1) and “very vividly” (5) with an aver-
age of 3.6 +0.6. Despite the participant variability, we consider these
to be encouraging results given that ShapeSonic allows participants
to interact with and obtain a spatial understanding of virtual shapes
with absolutely no visual or tactile feedback.

4.5 Comparisons

We are not aware of a comparable 3D sonification system to ShapeSonic.

Still, we can compare ShapeSonic with other tactile and sonic shape
recognition experiments.

Klatzky et al. [1985] provides a best-case comparison for our
shape recognition task. Participants handled physical objects, and
so had whole-hand haptic feedback. They reported accuracy of 96%
with almost all (94%) responses given in <5 seconds. 100 objects
were used. ShapeSonic users were 82% accurate, with a median
response time of ~2 minutes. Objects were known to participants
in sets of 3.

Gerino et al. [2015] evaluated 2D sonification techniques and
found 75% and 77% (sighted and BVI) accuracy when distinguish-
ing between sets of four simple polygons. Alonso-Arevalo et al.
[2012] sonified properties of slices of a 3D object as 1D functions.
This was, in effect, an experiment for sonifying the shape of 1D
functions. They evaluated recognizing 1D functions or identifying
minima/maxima/inflection points along the curve.
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Feeling a physical shape

Very vividly

Number of Responses

Figure 7: A diverging stacked bar chart showing participants in our pilot and formal studies placed ShapeSonic on a continuum
between verbal descriptions and physically interacting with a shape.

It is unclear how to extend 2D sonification approaches to 3D
shape recognition and landmark localization. How would the user
pick a 3D slice (plane orientation and offset)? Many slice silhou-
ettes are rather uninformative, as can be seen when viewing CT
or MRI data. (For example, a slice through a chest would produce
an oval shape.) A landmark point in 3D will almost surely never
lie on a 2D slice. What distance should be sonified, the distance
to the 2D silhouette or 3D distance to the shape? These are inter-
esting questions, and could lead to alternative approaches to 3D
sonification.

The plane selection difficulty is related to the projection direction
in 2D tactile graphics. Panotopoulou et al. [2020] performed a shape
recognition experiment among a set of 5 distinct objects and found a
large variation in success depending on viewpoint (from 6% to 21%).
A second shape recognition task involved sets of 3 shapes with
subtle differences; their improved approach achieved 58% accuracy
versus 29%.

4.6 Observations, Discussion, and Future Work

Although some participants reported using ShapeSonic to be sim-
ilar to feeling a physical shape and with a very vivid 3D shape
sensation (Figure 7), we do not believe that participants would have
succeeded without at least being given the (verbal) name of the
object they were interacting with. Participants relied on both the
brief verbal descriptions and ShapeSonic to accurately sense the
shapes. We posit that when using ShapeSonic, participants imagine
the shapes in their minds and then verify and refine their mental
model with embodied interaction. It appears to have been relatively
easy for participants to verify if the shape they envisioned matched
the one sonified by ShapeSonic. At times, however, we observed a
mismatch between the geometry that participants envisioned based
on a given shape description and the actual geometry that was
sonified. For instance, some participants imagined a standing cat
with only its hind legs on the ground, whereas the sonified shape
was of a cat standing with all four paws on the ground. This mis-
match resulted in some participants taking more time to perceive
the correct geometry or failing to understand the shape they were
exploring. These observations are in-line with prior work on sonifi-
cation strategies which show that a small description followed by a
systematic exploration strategy helps users better contextualize the
information and support their accurate interpretation [Brewster
et al. 2002; Siu et al. 2022; Zhao 2006].

Overall, the sound design used by ShapeSonic was perceived
as intuitive and satisfying by most participants but required some
learning and familiarization. Some participants initially struggled

to remember all the sounds associated with each region, and there-
fore, they needed to be reminded of the meaning of each sound.
Some participants requested more sound feedback to provide addi-
tional information, while others struggled to distinguish the four
sounds used in the ShapeSonic. Over the course of the study and
especially during the later landmark localization tasks, most partici-
pants were able to connect the sounds with their relative meanings.
This suggests that we have not reached the training ceiling for
users of ShapeSonic. Similar to other kinds of graphics, with soni-
fication, good strategies need to be learned and training can take
time [Hermann 2002; Zhao et al. 2005].

During our user study, one participant (P3) displayed exceptional
proficiency in utilizing the sound feedback provided by ShapeSonic
to sense the shapes accurately. P3 utilized all her fingertips and cap-
italized on the volume change design for corner and edge sounds.
Notably, she explored the shapes with her own strategy, moving
in a slow and steady pace, and did not miss any of the shapes pre-
sented by ShapeSonic. These findings suggest that certain users
may possess unique abilities to effectively leverage the sound feed-
back provided by ShapeSonic, which may inform future design
considerations for such technology, such as codifying their success-
ful strategies or targeting such users with designs that a general
audience would find too complex.

In our user study, three participants reported that their hands
grew tired and that the VR helmet felt heavy. In the future, we can
ensure that virtual objects are sonified atop a table, so that users
can rest their forearms or elbow as they explore. External hand-
sensing hardware, such as a laptop webcam, would allow users to
use ShapeSonic with only headphones instead of a heavy VR setup.

The hand tracking latency forces users to move slower than
they otherwise might. With future, lower latency hand tracking,
we would be able to evaluate its effect. Extremely low latency
interactions may provide a sensation akin to “ear haptics,” where
the tactile sensation is transferred.

We would also like to explore sonification of additional surface at-
tributes, such as curvature, material (e.g., wood, glass, fur), softness
[Lau et al. 2018], geometric texture (rough versus smooth) [Tymms
et al. 2018], and even color. We envision users being able to enable
or disable multiple sonification channels. Future explorations could
also incorporate additional dynamic verbal descriptions in reaction
to hand interactions as well. These descriptions could complement
the feedback provided through sonification. We would also like to
explore the effect of ShapeSonic as an additional sensory channel
to visual perception. In the future we are interested in extending
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ShapeSonic to perceive and convey motion and other dynamic ef-
fects such as deformations that change over time.

In addition to richer sonification design for a single object, we
would like to explore sonifications of more complex objects, includ-
ing arrangements of multiple objects in a scene. While our method
is general, in this work, we only presented users with one object at
a time. There might be additional sound interactions that need to
be provided to enable accurate perception of multiple objects and
their relationship.

Lastly, we would like to expand ShapeSonic to a digital shape fab-
rication system that supports a feedback loop of perception-editing.
The initial shape could be retrieved from a public 3D shape dataset,
or generated using a pretrained large language model via verbal
description. The user could then feel the shape using ShapeSonic
and could make incremental edits to refine the shape. This would
extend our system to not only support 3D shape perception, but
also creation.

5 CONCLUSION

We introduced ShapeSonic, a system for BVI users to hear virtual 3D
shapes using their hands. ShapeSonic provides users with embodied
sonifications of their fingertip interactions with 3D shapes. We
designed sounds which are intuitive and distinguishable, like a
guitar sound for edges and a bell for corners. In addition, we used
properties of sounds (pitch and volume) to convey rich information
to users. We evaluated the effectiveness of ShapeSonic through a
user study with 15 sighted and 6 BVI users. Our evaluation consisted
of an object recognition task and a landmark positioning task. Both
sighted and BVI users were able to perceive 3D shapes of varying
complexity and, on average, found the experience halfway between
a verbal description and feeling a shape physically. We designed
ShapeSonic to rely on commodity hardware. Our hope is that our
method lowers access barriers for BVI users to participate in 3D
shape perception and design activities.
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A PILOT STUDY PROTOCOL

I. Review the Informed Consent Form.

i. Review the Health and Safety Warnings for Oculus Quest
VR device. Individuals at risk per the Health and Safety
Warnings should not participate.

ii. Obtain verbal consent.

II. Explain: "We have created a program for touching virtual 3D
shapes sonification or sound feedback to let you know if your
hands are near or shape. Our goal is to evaluate whether our
program can allow you to distinguish 3D shapes and how
accurately you can perceive the shape. This study will take
approximately 1 hour. In the study, you will use our program
to touch various objects."

III. Direct the participant to wear the VR headset and run the

program.

IV. Procedure:

i. Training (6 minutes). Have the user interact with a sphere
and then a torus. Tell them they will have up to 3 minutes
to interact with each shape.

1. Explain the kinds of sonification: "Our project provides
four types of sound feedback to help you perceive shapes
virtually. Sounds related to your left hand will play in
your left ear. Sounds related to your right hand will
play in your right ear. One kind of sound gets louder
the closer your fingertips are to the shape. A different
sound plays when your fingertips are touching or inside
the shape. The touching sound gets quieter the closer
your fingertips are to the center of the shape. If your
fingertips are within 2 cm away from an edge or corner,
it will play special edge and corner sounds. Also, the
edge and corner sounds get louder the closer your fin-
gertips to edges or corners. For example, the cube has
eight corners and 12 edges (Play cube now). The sounds
for edge and corner are different (lead the user to hear
different sounds). "

2. Strategies:

a. Use both hands to explore the boundary of the shape
which is aligned to three axes.

b. Use only one fingertip to perceive the axis and learn
to maintain vertical to the axis.

Experiment 1 (distinguishing shapes, 30 minutes). Explain
that they will interact with three virtual shapes one at a
time in random order. Inform them they will have up to 4
minutes to interact with each shape. Describe the shapes
before the experiment begins. Afterwards, ask them which
order they interacted with the shapes. Explain that we will
repeat with multiple sets of shapes. Take a 3-minute break
after each set. The sets are:

1. Set 1: bottle, bowl, mug

=%

ii.


https://doi.org/10.1145/3386569.3392388
https://doi.org/10.1145/3517428.3550360
https://doi.org/10.1145/3290605.3300427
https://doi.org/10.1145/3132525.3132549
https://doi.org/10.1145/3332165.3347891
https://doi.org/10.1145/3308561.3353782
https://doi.org/10.1002/wcs.1408
https://doi.org/10.1145/3186267
https://doi.org/10.1037/1076-898X.8.4.211
https://doi.org/10.1002/acp.1291
https://doi.org/10.1145/1101530.1101534
https://doi.org/10.1111/cgf.14523
https://doi.org/10.1121/1.381251
https://doi.org/10.48550/arXiv.2006.10214

SA Conference Papers ’23, December 12-15, 2023, Sydney, NSW, Australia

a. Description: “The bottle is a wine bottle, thin neck;
the bowl is a wide opened bowl and the mug has a
handle. They are all scaled and fitted inside a box

whose size is 0.4 meters”
2. Set 2: sofa, bed, table (scaled to 1/10 size)

a. Description: “The sofa is a two-seater sofa with two
armrest and back; the bed is a twin size bed with
headboard; the table is square shaped and has four
legs. They are all scaled and fitted inside a box whose

size is 0.4 meters.

iii. Experiment 2 (Shape Percept, 16 minutes). Explain that we
will give the user 5 minutes to explore a shape and then
ask them to touch certain parts of the shape. Tell them
that it’s a pyramid with a point on top, four sloping sides,
and a bottom. After 5 minutes, ask the user to perform the

following tasks (up to 1 minute each):
1. Touch the top point.

2. Touch the bottom face.

3. Touch any bottom corner.

iv. (10 minutes) Ask the user for their opinion about the soft-

ware.

B FORMAL STUDY PROTOCOL

I. Review the Informed Consent Form.

i. Review the Health and Safety Warnings for Oculus Quest
VR device. Individuals at risk per the Health and Safety

Warnings should not participate.
ii. Obtain verbal consent.

II. Explain: "We have created a program for touching virtual
3D shapes that uses only sonification or sound feedback to
let you know if your hands are near or touching the shape.
Our goal is to evaluate whether our program can allow you
to distinguish virtual 3D shapes and how accurately you
can perceive the shape. This study will take approximately 1
hour. In the study, you will use our program to touch various

objects."

III. Direct the participant to wear the VR headset and run the

program.
IV. Procedure:

i. Training (10 minutes). Have the user interact with a prism,
torus (I choose the mug because it contains all sounds and
it’s complicated). Tell them they will have up to 5 minutes

to interact with the shape.

1. Explain the kinds of sonification: "Our project provides
four types of sound feedback to help you perceive shapes
virtually. Sounds related to your left hand will play in
your left ear. Sounds related to your right hand will
play in your right ear. One kind of sound gets louder
the closer your fingertips are to the shape. A different
sound plays when each of your fingertips are touching
or inside the shape. (The pitch for each fingertip gets
higher from thumb to little finger). The touching sound
gets quieter the closer your fingertips are to the center
of the shape. If your fingertips are within 2 cm away
from an edge or corner, it will play special edge and
corner sounds. Also, the edge and corner sounds get
louder the closer your fingertips to edges or corners."

2. Strategies:
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a. Use both hands to explore the boundary of the shape
which is aligned to three axes.

b. Use only one fingertip perceive the axis and learn to
maintain be vertical to the axis.

c. Move along the axis to perceive the changes in the
shape of objects, such as surface protrusions or whether
the interior of the object is hollow.

ii. Experiment 1 (distinguishing shapes, 15+3 minutes). Ex-

plain that they will interact with three virtual shapes one
at a time. Inform them they will have up to 5 minutes
to interact with each shape. Describe the shapes before
the experiment begins. After interacting with each shape,
provide them with 3 choices. Ask them to choose which
object they interacted with.

1. Cube (cube, sphere, cone)

a. Description: “The shapes are all larger-than-life. They
are uniformly scaled to fit inside a cube area whose
size is 0.4 meters or 15.75 inches.”

b. Visual description, scale, orientation, translate.

2. Bowl (wine bottle, bowl, mug)

a. Description: “The bottle is a wine bottle with a thin
neck and no hollow interior. The bowl is a round soup
bowl. The mug is a typical coffee mug with a smooth,
rounded handle.

b. The shapes are all larger-than-life. They are uniformly
scaled to fit inside a cube area whose size is 0.4 meters
or 15.75 inches”

3. Bed (sofa, bed, table)

a. Description: “The sofa is a two-seater sofa with a
back, armrests on either side, and short feet. The bed
is a twin-sized bed with a headboard. The mattress is
on a platform with no feet. The table is square shaped
and has four legs.

b. The shapes are all smaller-than-life. They are uni-
formly scaled to fit inside a cube area whose size is
0.4 meters or 15.75 inches.”

iii. Experiment 2 (Shape Percept, 20 minutes)

1. Ask the user to touch the following parts without sound

feedback (up to 1 minute each):

a. A pyramid with a point on top, four sloping sides,
and a flat bottom. The pyramid is placed 0.4 meters
or 15.75 inches in front of you/oculus. Its base is 1
meter or 3 feet and 3 inches above the ground. The
front edge of the pyramid is facing you.
1. Top point
2. Bottom face
3. Any bottom corner

b. Cat. The cat is placed 0.4 meters or 15.75 inches in
front of you. It is standing upright. Its tail is pointed
straight back. It is 1 meter or 3 feet and 3 inches above
the ground. It is 0.4 meters or 16 inches tall. The cat
is facing to the right.
1. Either ear
2. Any paw
3. Any part of the tail

2. Give the user five minutes to explore a shape with sound
feedback. Ask the user to touch the same parts as above
(up to 1 minute each).

iv. d. (10 minutes) Ask the user the post-study questions.
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Table 1: Sound volume parameters referenced in Section 3.
Valid Distance refers to the range in which that sound is
played.

Sound a b D (cm) Valid Distance (cm)
Guidance 0 1 50 0<x<50

Contact 0 0.8 |min(SDF)| 0 < x < | min(SDF)|
Edge/Corner 0.6 0.4 2 0<x<2

Table 2: Results of a pilot study on landmark localization.
Participants were asked to locate three landmarks each on a
pyramid and dog. The closest distance from their fingertips
to the landmarks is shown in centimeters. Units are in cen-
timeters, and those above 10cm are in blue.

pyramid dog
e[ bottom  bottom nose  feet Tail
corner face corner
P1* 32.1 1.7 18.0 12.5 0.1 1.8
p2* 4.2 0.1 13.9 7.3 13.4 1.7
P3* 1.9 0.1 1.4 7.3 0.2 0.5
P4~ 7.0 0.4 7.6 1.7 2.2 0.0
P5* 0.8 0.1 7.6 6.6 1.6 13.7
P6* 10.7 4.4 1.5 2.8 2.6 6.4

Table 3: Results of a formal study on shape recognition. Users
were asked to identify the prompt object from a set of three
possibilities, divided into three categories (red, yellow, green
columns). Correct choices are shown as ", incorrect in blue.
Time to decision is shown in minutes and seconds. Partici-
pants chose correctly in 22 out of 27 trials (81%). Participants
P1-9 were sighted and P10-15 were BVI. No significant dif-
ference was found between sighted and BVI participants.

m:s Prompt Choice m:s Prompt Choice m:s Prompt Choice
P1 2:18 cube " 449 bottle mug 4:49 table !

P2 2:18 sphere " 317 bowl mug 4:53 sofa !
P3 2:38 cone " 316 mug " 2:16 bed

P4 0:47 cube " 0:49 bottle " 1:23 table

P5 0:19 sphere " 1:47 bowl " 341 sofa !
P6 1:12 cone " 240 mug " 335 bed sofa
P7 0:20 cube " 2:00 bottle " 0:58 table "
P8 0:20 sphere " 0:20 bowl " 1:18 sofa  bed
P9 1:43 cone " 227 mug bowl 5:10 bed !
P10 2:37 sphere " 0:10 bowl " 0:36 sofa table
P11 0:28 cube " 1:550 mug " 0:34 table "
P12 0:51 cone " 1:35 bottle " 1:224  bed !
P13 0:11 cube " 0:05 bottle " 0:10 table !

P14 1:35 sphere " 214 bowl " 306 bed sofa
P15 4:39 cone cube 0:30 mug " 400 sofa "
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Table 4: Numerical results of our formal study on landmark
localization. The decrease in landmark positioning error is
shown using ShapeSonic versus no sonification (larger num-
bers are better). Error is the distance from fingertips to land-
mark measured in centimeters. The average decrease was 9.6
cm. Participants P1-9 were sighted and P10-15 were BVI. No
significant difference was found between sighted and BVI
participants. See Figure 6 in the paper for a visualization.

pyramid cat
top bottom  bottom
corner face corner ear feet tail
P1 3.6 0.4 -1.8 0.2 6.1 1.6
P2 12.0 0.0 3.8 10.0 11.0 18.0
P3 8.8 4.0 8.2 8.8 17.1 8.2
P4 10.1 3.5 13.0 6.5 6.1 2.4
P5 8.2 -1.5 1.5 4.6 6.4 8.3
P6 8.3 10.6 11.9 3.6 6.1 27.3
P7 19.4 2.7 8.1 1.3 -03 20.3
P8 20.7 -0.1 10.6 8.2 49 11.4
P9 7.9 9.4 3.7 15.3 16.8 24.7
P10 -0.1 1.7 3.5 8.8 2.4 3.4
P11 55.5 10.3 12.9 17.9 234 7.0
P12 1.7 12.3 22.6 9.2 8.1 -1.7
P13 14.6 0.6 28.3 20.2 9.5 -5.2
P14 21.6 -4.5 9.2 5.8 0.2 -2.3
P15 2.4 11.0 5.5 315 184 55.2
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Table 5: Results of a pilot study on shape recognition. Participants were asked to identify the order of three presented shapes.
Incorrectly ordered objects are marked in blue. In the first set (bowl, mug, and bottle), 2 of 6 participants were entirely correct.
In the second set (table, bed, and sofa), 3 of 6 participants were entirely correct. Guessing randomly would have resulted in 1 of
6 entirely correct.

(avgjge) Prompt Choice (#correct shape) (avr:r:;ge) Prompt Choice (#correct shape)
P1* 4:24 bowl, mug, bottle correct (3) 4:37 table, bed, sofa sofa, bed, table (1)
pP2* 3:11 bottle, mug, bowl mug, bottle, bowl (1) 3:44 table, bed, sofa correct (3)
pP3* 3:37 bowl, bottle, mug correct (3) 4:06 table, bed, sofa bed, sofa, table (0)
P4* 3:00 bottle, mug, bowl mug, bottle, bowl (1) 1:17 sofa, table, bed correct (3)
P5* 4:16 mug, bowl, bottle mug, bottle, bowl (1) 4:06 bed, table, sofa correct (3)

P6* 2:41 bottle, bowl, mug bowl, bottle, mug (1) 4:08 table, sofa, bed table, bed, sofa (1)
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